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Current	Clusterizer	(patched	by	me	two	
months	ago)	
• peak	finder	
• peak	fitter	
• Estimation	of	errors	and	size	of	cluster	
(solely	from	data	distributions)

Current	Alan’s	approach	
• Diffusion	
• Distortions	
Diffusion	was	patched	by	me	two	months	
ago	to	solve	issue	of	diff-constants	&	Bfield

TPC	framework
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Simulation:	Hits	to	data

New	approach	(under	dev,	not	yet	merged)	
• Diffusion	
• Distortions	
• Modularization	
• GEMResponse	
• PadResponse	
• TimeResponse

Reconstruction:	data	to	clusters

New	additions	(under	dev,	not	yet	merged)	
• Charge	charing	compensation	
• PulseTime	tailing	
• PulseTime	disentangle

This	all	is	done	after	Geant4	simulation:	will	not	affect	the	incoming	sim	production
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Distribution	of	(clusterX	-	hitX)
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Current	issue	reported	by	Haiwang,	Sourav	and	Tony	is	in	width	of	distribution	for	arc	
difference	reported	by	evaluator.		

To	reproduce	the	problem	I	turn	off	SCdistortions	and	had	a	look	at	the	distributions	for	single	
pions	in	[-0.5,	0.5]	eta	with	2GeV	momentum.	In	fact	I	saw	80um	width	in	these	gaussian	
looking	distributions.	

I	check	at	the	g4eval	directory.	Cluster-hit	matching	is	done	based	on	nearest	peak	matching,	
not	centre	of	gravity:	width	is	not	taken	into	account	when	generating	these	plots.	Since	truth-
PR	and	truth-fitter	uses	the	evaluator,	it	is	easier	to	do	a	peak	smearing	in	the	sim-2-data	
section.

I	added	and	tested	the	following	code:
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TPC	sim+clus	Results
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Central	Hijing

z	-	gzrphi	-	grphi

400	pions
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patch
• If	you	agree,	I	can	add	setters	and	getters	to	use	these	

optional	fine	tuners	(or	turned	them	off)	at	macro	level.	
• Keep	in	mind,	that	this	will	effectively	will	not	change	the	error	

estimation	at	reconstruction,	since	that	depends	solely	on	the	
data	distribution	around	the	maxima	(not	biased	by	MC	
match)	

• As	mentioned	several	times,	the	current	approach	is	using	an	
effective	approach	to	the	response	of	the	TPC	to	particles	
crossing	it.	The	new	approach	(under	development)	will	
include	all	these	features	from	first	principles	so	it	will	need	no	
hacks	(at	least	I	hope	so	=)
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BACKUP
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One	big	active	volume
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Better	description	of	
• high	eta/pt	tracks	
• distortions	
• central	membrane	
• charge	collection	
• time	structure

fullSim	
190s/0.3cm	
160s/0.5cm	
110s/1.0cm

dE	via	Ionization	
in	keV

StepLength	is	controlled	via	Geant4
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TPC	Simulation	starts	after	G4	hit
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Transport	
Distortions	
Amplification	
Electron	capture

new	internal	consumable

new	internal	consumable

still	used	to	keep	
framework	intact
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Pad	Matching
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sketch	of	pads	in	
traverse	plane	and	
cloud	from	
microsimulation

Cloud	is	projected	into	RO	geometry.	
Algorithm	computes	range	of	pads	
compatible	with	cloud	centroid	and	
spread	and	return	range	of	pairs	
(PAD;QUOTA)

Quotas	are	computed	using	PDF	in	
cylindrical	coords.	CDF	is	obtained	
by	integrating	in	radius	to	cover	
layer	and	simplifying	based	on	
small	angle	approximation.

Example	of	two	hits	left	by	track	from	Central	Hijing	ev.
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Pulse	shape
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Example	of	sampling	at	10	MSPS

Rise Tail

Towards	realistic	
Time	description

Possible	use	time	shape	to	
deconvolute	occupancy?

Thanks	Takao	and	Jin
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Status	of	this	development
• New	simulation	incorporates	crucial	aspects	of	the	TPC	not	

addressed	yet:	dEdX,	GEM	amplification	and	Pulse	Shape	

• Incorporated	into	Fun4All	framework:	subsystems	and	input/output	
• From	G4Hits	to	TPCDigits	all	done:	In-gas	transport,	GEM,	Digitizer,	

rectangular	RO	pads	matching	
• Clusterer	not	yet	ready.	Needs	fine-tune	to	account	for	pulse	shape	

• All	contained	in	parallel	library	(does	not	interfere	with	current	Svtx	
libs)	

• 20	new	files	ready:	TPCConstants	TPCDataTypes	TPCDigit	
TPCPadMapTPCDigitsContainer	TPCCloud	TPCDetector	
TPCDetectorSubsystem	TPCEventAction	TPCSimulation	
TPCSimulationSubsystem	TPCSteppingAction
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